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Abstract 

 
This study aims to investigate the factors influencing doctors' decisions to adopt AI-based 

diabetes diagnostic interventions in urban Maharashtra and Karnataka, India. These regions 

have a high prevalence of diabetes, and AI has the potential to improve diagnostic accuracy 

and efficiency. The research design is based on a survey of doctors using the Technology 

Acceptance Model (TAM) framework. The survey measures doctors' perceptions of 

usefulness, ease of use, subjective norms (social influence to use the technology), and 

perceived risks associated with AI-based diagnostic tools. The study finds that perceived 

usefulness and ease of use have a positive influence on doctors' intentions to adopt AI-based 

diagnostic tools. Subjective norms, such as the recommendations of colleagues and superiors, 

also play a significant role. However, perceived risks related to data security and practitioner 

knowledge can hinder adoption. The findings suggest that increasing awareness of the 

benefits of AI-based diagnostics and addressing concerns about data security and practitioner 

training can promote doctor adoption. This can lead to earlier and more accurate diagnoses, 

improved patient outcomes, and reduced healthcare costs. This research is one of the first to 

examine the factors influencing doctor adoption of AI-based diabetes diagnostics in the 

Indian context. The findings provide valuable insights for policymakers, healthcare 

institutions, and AI developers to promote the effective integration of AI into diabetes care in 

India. The study acknowledges limitations, such as relying on self-reported data and not 

capturing the actual usage behaviour of doctors. Future research could explore longitudinal 

studies and investigate the impact of interventions designed to address doctors' concerns. 

 

Keywords: artificial intelligence, adoption, technology acceptance model, subjective norms, 

user experience, diabetes diagnosis 

 

Introduction 

The Indian healthcare system faces many challenges, including a shortage of qualified 

professionals, uneven distribution of resources, and a growing population. India has the 
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world's largest diabetic population, with Maharashtra and Karnataka having many cases (Roy 

& Jamwal, 2020). Early and accurate diagnosis is essential for effective management. 

Traditional diagnostic methods can be time-consuming and prone to human error. AI-based 

interventions have the potential to improve accuracy and efficiency (Ghosh & Murthy, 2020). 

Artificial intelligence (AI) has emerged as a promising solution, potentially transforming 

healthcare diagnostics and improving patient outcomes. While studies suggest the 

transformative potential of AI in diagnostics (Bangdiwala, 2020; INDIAai, 2024), there exists 

a gap between awareness and adoption of AI tools among doctors in India (Ghosh & Murthy, 

2020). Understanding the factors influencing doctors' decision-making regarding the adoption 

of AI-based diagnostic tools is vital for promoting successful integration within the 

healthcare system. Maharashtra and Karnataka have distinct healthcare ecosystems, and their 

unique considerations may influence the adoption of AI-based diagnostic tools. Several 

studies highlight the potential benefits of AI in diagnostics, such as addressing unequal access 

to care, reducing misdiagnosis rates, and improving overall patient care (Bangdiwala, 2020; 

INDIAai, 2024; Reddy et al., 2022). However, there is a lack of research specifically 

examining the factors that drive or hinder doctors' adoption of AI-based diabetes diagnostic 

interventions in these states. With this view, the authors propose to investigate the factors 

influencing doctors' decisions to adopt AI-based diabetes diagnostic interventions in urban 

Maharashtra and Karnataka. This research can identify factors specific to these regions, 

enabling targeted interventions to increase AI adoption. The findings can contribute to the 

existing literature on technology acceptance models in healthcare by exploring the specific 

context of AI-based diabetes diagnosis in India. 

Literature Review 

Several studies have examined the adoption of artificial intelligence (AI) in healthcare in 

developing nations like India. This paper (Mahajan et al., 2019) highlighted India's strengths 

such as an emerging talent pool and the availability of big data from clinical imaging to drive 

AI adoption. However, the authors noted weaknesses like lack of trained personnel, data 
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curation issues, and high costs as barriers. Their recommendations to enable smoother AI 

adoption included creating a national AI marketplace, raising awareness, supporting startups, 

and addressing data privacy. Girish Kumar et al. (2024), identify 18 barriers that a country 

like India is facing in the successful adoption of AI into healthcare. These range from Lack of 

acceptance and trust by patients, Lack of Explainability, Lack of understanding of complex 

AI algorithms, High adaptation cost of AI and reduced profits for hospitals, and so on. The 

authors call out the need for a regulatory framework to ensure the smooth integration of AI in 

healthcare in India.  

TAM was created by Davis et al. (Davis et al., 1989) to clarify why users accept or 

reject a cutting-edge information system. TRA was developed by Fishbein and Ajzen 

(Fishbein et al.,1975) to predict and explain employee behaviour. TAM emphasizes the 

impact of internal and external beliefs, and it suggests that system utilization can be justified 

in terms of perceived usefulness and ease of use. The internalization effect, which is 

referenced in both TRA and TAM, suggests that one's attitude, subjective norms, constructs 

of the TRA model, and perceived utility and perceived ease of use in TAM may all be 

impacted by one's purpose to utilize and perception of the usefulness of a technology. In both 

models, behaviour intention is influenced by attitude. According to Davis, the influence of 

subjective norms on behavioural intention to use could be disregarded, hence TAM did not 

take these variables into account. However, Venkatesh and Davis (Venkatesh et al., 2000) 

examined these variables in the TAM2 extension. In terms of explanatory power, TAM only 

accounts for 40%–50% of technology adoption (Aversano, 2005), although Davis notes that 

TAM2 exceeds 60% (Venkatesh et al., 2000). Contrary to many other TAM study scenarios 

where certain behaviour is primarily based on people's internal motivations, accepting and 

implementing Subjective Norms is primarily social. Those who use SNS will perceive 

managing social networks with SNS as a typical trend; as a result, its broad use is projected to 

encourage users to partake in the same activity. In this regard, the current study explores how 

the subjective norm contributes to the acceptance and use of SNS; it is predicted that 
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someone who views the use of Subjective Norms as normative will have stronger inclinations 

to engage in Subjective Norms. The subjective norm, by TAM, influences behavioural 

intention, which in turn affects how people act—accepting and employing Subjective Norms. 

The effects of "subjective norm," "voluntariness," and "image" are reflected in TAM2. The 

interaction between the three components is a crucial element in determining whether users 

would accept or reject an innovative system. One of the elements of TRA is "subjective 

norm," which is a crucial element of the theoretical underpinnings of TAM and a direct 

predictor of behavioural intention. According to TAM 2, subjective norm, which is defined as 

"a person's view that most people who are significant to him think he should or should not 

execute the behaviour in question" (Cheng J-Z et al., 2016), is the medium via which social 

influence processes take place. The impact of the subjective norm is acknowledged in the 

Theory of Planned Behavior (TPB) (Ajzen, 1991). In a study on subjective norms, Venkatesh 

and Davis (Venkatesh et al., 2000) discovered that different ways to use innovative systems 

should be distinguished. To differentiate usage contexts into mandatory and voluntary 

settings, the concept of "voluntariness" was suggested. The moderating variable for 

voluntariness in TAM2 is set to "the extent to which potential adopters consider the adoption 

decision to be non-mandatory" (Agarwal et al., 1997; Hartwick et al., 1994; Moore et al., 

1991). Hartwick and Barki (Hartwick et al., 1991) noted that even when users believe that 

using the system is required by the company, usage intentions can still differ since some users 

are unwilling to follow such requirements. When a group that is significant to a person 

believes that a particular behaviour should be adopted, this belief is referred to as "image" 

(Kiesler et al., 1969; Pefeffer, 1982; Kieras et al., 1985). When this behaviour is adopted by 

the individual, it can consistently improve the quality of internal work produced by the 

organization. The four cognitive instrumental processes in TAM2—"job relevance," "output 

quality," "outcome demonstrability," and "perceived ease of use"—are what determine 

perceived usefulness. A crucial aspect of the matching process is "job relevance," which asks 

a potential user to assess how utilizing a specific system will affect his or her employment. It 
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is described in TAM2 as "a person's perspective of the extent to which the target system 

applies to his/her job." According to Kieras and Polson (Kieras et al., 1985) and Polson 

(Polson, 1987), different users have different levels of knowledge about employment 

conditions, which can be utilized to assess what tasks can be carried out within a particular 

system. The definition of "output quality" is "the level to which a person evaluates the impact 

of a new system." In other terms, it refers to how much a person believes a new system can 

do necessary duties (Lin, 2005). According to TAM2, perceived usefulness will be directly 

influenced by "outcome demonstrability," which is described by Moore and Benbasat (Moore 

et al., 1991) as the "tangibility of the effects of using the innovation." This suggests that if 

positive results are obvious, consumers will have a more favourable opinion of a system's 

usefulness. In other words, users of a system may credit their success to work behaviour 

rather than system utilization if the result demonstrability of the system is low. As a key 

factor in determining "perceived utility," TAM2 maintains "perceived ease of use" from 

TAM. An innovative system will be utilized more often if it can be operated with less effort. 

This is in line with how perceived ease of use is defined. Numerous empirical research has 

shown that perceived ease of use strongly influences both intentions to use and perceived 

usefulness, both directly and indirectly (Davis et al., 1989; Venkatesh, 1999). Other research 

investigations have started to develop models and hypotheses based on perceived ease of use, 

even if they are outside the purview of the current expansion of TAM. Additionally, 

"experience" was included in TAM2 by Venkatesh and Davis (Venkatesh, 1999) as a 

moderator variable. With further experience, users' acceptance of an innovative system may 

change. Thus, the three-time intervals at which their acceptance was tested—before system 

implementation (before use), one month after system implementation (during use), and three 

months after system implementation—were all considered (after use). Subjective norm has a 

considerable impact on user intentions before system creation, but Hartwick and Barki 

(Hartwick et al., 1994) note that three months after system installation, the impact may 

become insignificant. Users should have a particular level of knowledge and beliefs about the 
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system before it is constructed. A wide range of opinions may be put out if the knowledge or 

beliefs are hazy (Hartwick et al., 1994). Users must increase their understanding of the 

system after it is improved. TAM (Davis, 1988) and TAM2 (Venkatesh and Davis, 1986) 

have been continuously investigated and used since 1989. However, the majority of earlier 

research that applied TAM2 to creative systems concentrated mostly on the precursors of 

perceived utility. 

 For the use-case of this paper, TAM was ultimately chosen over other theoretical 

models, such as UTAUT and TPB, because of its nature to focus on whether a user accepts or 

rejects a technology. Whereas other models focus on the acceptance and usage of technology 

and the cognitive and psychological aspects of technology respectively. For these reasons, 

TAM was chosen as the primary theoretical framework to understand the adoption of AI in 

Diabetes diagnosis. 

 

Conceptual Model & Hypotheses Development 

The Factors 

Perceived Usefulness: This refers to how much a person thinks utilizing a certain 

information technology or system will improve how well they do their jobs. In other words, a 

person's attitude toward using a new technology or system will depend on how valuable they 

consider it to be. 

Perceived Ease of Use: This refers to how user-friendly one perceives a specific information 

technology or system to be. In other words, the more positively someone feels about using a 

new technology or system, the easier they believe it to be to use.  

Behavioural Intention to Use: A user's behavioural intention to use a new system is 

influenced by his or her mindset and the system's perceived value. Perceived utility and 

perceived ease of use are regarded as standard measures with significant values based on the 

experience and research of numerous researchers (Segars et al., 1998). As a result, there are 
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many ways that these tools might be used to learn information technology (Adams et al., 

1992). 

Perceived Risk: The Technology Acceptance Model has undergone theoretical expansions in 

its application to incorporate several other predictor variables in addition to perceived 

usefulness and ease of use. Included in one of the additions is Perceived Risk (Pavlou, 2003). 

The degree to which a person thinks using a technology exposes them to risk has been 

described as the technology's perceived risk (see Schnall, Bakken, Rojas, Travers, & 

Carballo-Dieguez, 2015). According to the Technology Acceptance Model, intentions to 

utilise a certain technology decline as perceived risk rises. 

Subjective Norms: Subjective norms are the perceived social pressures and motivations to 

engage in a particular behaviour (Hyde & White, 2009). According to the theories of self-

categorization and social identification (Hogg & Abrams, 1988; Tajfel & Turner, 1979), 

people evaluate themselves about their memberships in social groups and categories. 

 Therefore, a key source of the self-concept is self-inclusive social groupings that 

define the appropriate attitudes and behaviours for group members (Hogg & Abrams, 1988; 

Tajfel & Turner, 1979). These theories contend that people may choose to take a course of 

action they feel they ought to even if they disapprove of the results as evidence for subjective 

norm (Venkatesh & Davis, 2000). 

 According to Teo (2009), which is consistent with this line of research, felt social 

pressure was strongly correlated with a person's behavioural intentions. The impacts of 

subjective norms on technology use were examined by Marcinkiewicz and Regstad (1996), 

who found that the subjective norm was the best predictor of computer use along with self-

competence, perceived relevance, and innovativeness. The subjective norm was 

acknowledged as a crucial element in determining how instructors, school authorities, and 

students use technology by Sugar, Crawley, and Fine (2004) in a related study. 

Proposed Hypothesis 
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H1: Perceived Usefulness has a positive influence on the Behavioural Intention of AI-based 

diabetes diagnostic interventions by Doctors. 

H2: Perceived Ease of Use has a positive influence on the Behavioural Intention of AI-based 

diabetes diagnostic interventions by Doctors. 

H3: Subjective Norms have a positive influence on the Behavioural Intention of AI-based 

diabetes diagnostic interventions by Doctors. 

H4: Perceived Risk has a negative influence on the Behavioural Intention of AI-based 

diabetes diagnostic interventions by Doctors.   

H5: Perceived Ease of Use has a positive influence on Perceived Usefulness. 

 

Proposed Test Model 

 

 

 

 

Fig.  Proposed Doctors’ Adoption Model 
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Methodology 

There are lots of studies promoting the use of available technologies and their adoption 

models in healthcare, but there is no such study available for measuring the adoption of AI-

based diabetes diagnostic interventions among doctors and that too in the Indian context. The 

researchers hereby conducted an observational investigation of Doctors’ adoption of AI-

based diabetes diagnostic intervention, this research aims to create a proposed model of 

adoption and test the validity of the model. Diabetologists, Endocrinologists, MD Physicians 

and General Practitioners who used an AI-based diabetes diagnostic intervention made up the 

research group. For objects containing the TAM constructs and other features, a five-point 

Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) was used. Respondents 

were asked to provide input on AI-based diabetes diagnosis intervention, its impact on 

doctors' attitudes toward use, and behavioural intention to use. To check the quality and 

efficiency of the calculation model, the data were evaluated using the Statistical Package for 

the Social Sciences (SPSS) and Structure Equation Modeling (SEM). Factor loadings were 

used to ensure construct validity, composite reliability, Cronbach's alpha, and convergence 

validity for the model's goodness of fit, as recommended by Hair et al. (2012). 

 

Instruments of Measurement 

The Questionnaire constructs adopted from earlier research works confirmed measurement 

scales’ material validity. There were two sections of the sample questionnaire: Basic 

demographic data (gender, age, educational level, place) and questionnaire items measuring 

machine self-efficacy and subjective norm were adapted from (Cohen & Nycz 2006), as were 

items measuring perceived risk, perceived usefulness, perceived ease of use, attitude toward 

use, and behavioural intention to use were adapted from Davis (1989); Al-Rahmi et al. 

(2019). 
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Data Analysis and Result Discussion 

The Cronbach's alpha reliability coefficient was found to be Perceived Usefulness = 0.911, 

Perceived Ease of Use = 0.808, Subjective Norms = 0.839, Perceived Risk = 0.866 and 

Behavioural Intention = 0.854 indicating that the variables that affected the behavioural 

intention to use an AI-based diabetes diagnostic intervention by doctors were reliable. Three 

criteria were used to assess discriminant validity: According to Hair et al. (2012), variable 

indices must be less than 0.70, the Average Variance Extracted (AVE) of each construct must 

be equal to or greater than 0.5, and the AVE square root of each construct must be greater 

than the Inter-Construct Correlations (IC) for a factor. Aside from the above factors, build 

factor analysis results with factor loadings of 0.70 or greater (Cronbach's alpha 0.70 and 

composite reliability 0.70) are sufficient (Hair et al., 2012). 

Construct validity of Measurements 

Construct validity (Alamri et al., 2020) refers to the degree to which individual objects assess 

the definition for which they were created. This was measured using a systematic analysis of 

previously reviewed products in the literature. Table 2 lists the items and their loadings, 

which are required to load into the construct that they were designed to test (Chow & 

Teicher, 2012). 

 

Table 2: Measurement items reliability and validity indicators 

Construct Factor loading Items 

Perceived Usefulness 

Cronbach α = 0.926 

 

 

.914 

 

 

 

.913 

 

AI-based Diabetes diagnostic devices 

would help me to cope with preventable 

Diabetes diseases and their complications 

at an early stage. 

AI-based Diabetes diagnostic devices 

would provide detailed information such as 

vital readings, and fundus images of my 

patient’s eyes, which would be very useful 
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.908 

 

 

.915 

 

 

.914 

 

 

 

.910 

 

 

.926 

for me. 

AI-based Diabetes diagnostic devices 

would help medical institutions recognize 

more treatable eye patients. 

AI-based Diabetes diagnostic devices 

would improve primary health care for 

health departments and save money. 

AI-based Diabetes diagnostic devices 

would be a good supplement to traditional 

healthcare approaches and fit with my 

medical philosophy. 

AI-based Diabetes diagnostic devices 

would fit my patients' demand for eye 

health management. 

AI-based Diabetes diagnostic devices 

would achieve the same results as face-to-

face diagnosis with a Diabetologist. 

Perceived Ease of Use 

 

Cronbach α = 0.834 

 

 

.840 

 

.698 

 

I find the instructions for AI-based 

Diabetes Diagnostic devices easy, clear, 

and understandable. 

AI-based Diabetes diagnostic devices 

would offer a more convenient way for my 

patients to cope with their disease 

management without queuing for 

registration in hospitals and would save 

them time and money. 

Subjective Norms .894 People who are important to me 

(Colleagues, family members, relatives, 

and close friends) think that I should use 
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Cronbach α = 0.925 

 

 

 

 

 

.865 

 

. 

.918 

AI-based Diabetes diagnostic devices. 

My colleagues or peers think that I should 

use AI-based Diabetes diagnostic devices. 

My leaders or superiors think that I should 

use AI-based Diabetes diagnostic devices. 

Perceived Risk 

 

Cronbach α = 0.887 

.853 

 

 

 

 

 

.847 

 

 

 

 

.858 

 

 

 

.861 

There is a possibility of malfunction and 

performance failure, so they might fail to 

deliver accurate diagnoses or 

recommendations which could increase 

conflicts between members of the public 

and medical institutions. 

I am concerned that my patients' 

information and health details would be 

insecure and could be accessed by 

stakeholders or unauthorized persons, 

leading to misuse and discrimination. 

Considering the difficulties involved in 

taking high-quality images for AI analysis, 

I think there is a risk of incorrect screening 

results. 

Because practitioners with little 

ophthalmic knowledge might find it 

difficult to understand the screening report 

and explain the terminology and results to 

the patient, they might increase my anxiety 

about using AI-based Diabetes diagnostic 

devices. 

Behavioural Intention .908 I intend to use AI-based Diabetes 

diagnostic devices as my first choice if I 
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Cronbach α = 0.927 

 

 

.906 

 

 

.909 

 

 

.915 

 

 

.906 

 

 

 

.934 

feel my patients need them. 

I will encourage my friends/ colleagues to 

use AI-based Diabetes diagnostic devices 

first if they ask. 

I will encourage healthy people to use AI-

based Diabetes Diagnostic devices for 

preventive health screening. 

I would be able to use AI-based Diabetes 

diagnostic devices independently as long 

as I had enough time and made an effort to 

learn. 

I would receive appropriate technical 

assistance when encountering any 

difficulties in using AI-based Diabetes 

diagnostic devices or understanding the 

report. 

The results of using AI-based Diabetes 

diagnostic devices are apparent to me. 

 

 

Perceived Ease of Use: 
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● Independent variable: Al-based Diabetes diagnostic devices would offer a more 

convenient way for my patients to cope with their disease management without 

queuing for registration in hospitals and would save them time and money. 

● Dependent variable: The results of using Al-based Diabetes diagnostic devices are 

apparent to me. (behavioural intention) 

The statistic R-squared is a measure of how well the variation in the dependent variable is 

explained by the independent variable. An R-squared of .404 means that 40.4% of the 

variation in the dependent variable is explained by the independent variable. 

 

This is the p-value. A p-value less than 0.05 indicates that the null hypothesis can be rejected 

with 95% confidence. In other words, it is statistically significant. 

The p-value in the table is 0.000b, which is less than 0.05. This means that we can reject the 

null hypothesis and conclude that there is a statistically significant difference between the 

means of the two groups. 

Overall, the ANOVA suggests that there is a difference between the way people who agree 

and disagree with the statement view the apparentness of the results of using AI-based 

diabetic diagnostic devices. However, the table does not show which group has the higher 

mean score. 
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Sig. is the p-value associated with the t-statistic. A p-value less than 0.05 indicate that the 

relationship between the independent variable and the dependent variable is statistically 

significant. 

Perceived Usefulness: 

 

R Square (R²) is the squared value of R. It represents the proportion of variance in the 

dependent variable that is explained by the independent variables in the model. A value of 
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0.472 means that 47.2% of the variance in how well patients understand the results is 

explained by the model. 

Durbin-Watson is a statistic used to test for autocorrelation in the residuals. Autocorrelation 

is a serial dependence in the residuals, which can violate the assumptions of linear regression. 

The value in the table is 2.010, which is within the acceptable range. 

 

 

The table shows that there is a statistically significant difference (p-value < .000) between the 

groups on the dependent variable, which is the result of using AI-based diabetes diagnostic 

devices. This means that the factors related to the use of AI-based diabetes diagnostic devices 

have a significant impact on the results of the devices thus the null hypothesis can be 

rejected. 
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These factors are significant here as from the table as their factors are less than 0.05 thus 

these 3 are impacting the dependent variable  

VIF (Variance Inflation Factor): This is another measure of collinearity. A VIF value 

greater than 5 suggests potential multicollinearity, which can affect the reliability of the 

regression coefficients. 

 

Subjective Norms 

 
 

The R-squared value of the model is 0.377, which means that 37.7% of the variance in the 

dependent variable is explained by the independent variables in the model. The adjusted R-

squared value is 0.374, which is a slight adjustment for the number of independent variables 

in the model. 

The standard error of the estimate is 0.749. This means that the average prediction 

made by the model will be off by 0.749 on the dependent variable. 

The Durbin-Watson statistic is 1.960. This statistic is used to test for autocorrelation 

in the residuals of the model. A value of 2 indicates no autocorrelation. Values less than 2 

may indicate positive autocorrelation and values greater than 2 may indicate negative 

autocorrelation. 
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 F: This is the F-statistic. It is a test statistic that is used to compare the variance between 

groups to the variance within groups. A statistically significant F-statistic indicates that there 

is a difference between the means of the groups. The table shows that the F-statistic for this 

model is 144.741.  

 Sig.: This is the significance level. It is a p-value. A p-value less than 0.05 is typically 

considered to be statistically significant. The table shows that the significance level for this 

model is 0.000. This means that there is a statistically significant difference between the 

means of the four groups. Thus we can reject the null hypothesis. 
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In the above table, the sig value for all three independent variables (People who are important 

to me..., My colleagues or peers..., My leaders or superiors...) is 0.000. This suggests that all 

three variables have a statistically significant relationship with the dependent variable (The 

results of using Al-based Diabetes diagnostic devices are apparent to me). 

In the above table, the VIF values for all three independent variables are above 3 

(People who are important to me... - 3.788, My colleagues or peers... - 4.598, My leaders or 

superiors... - 3.080). While not exceptionally high, these values do suggest that there may be 

some degree of multicollinearity among the independent variables. 

 

Perceived Risk 

 

The table shows that the model is statistically significant (R-squared = 0.227), but it only 

explains a small amount of the variance in the data. The adjusted R-squared value is 0.223, 

which means that 22.3% of the variation in the results of using AI-based diabetes diagnostic 

devices is explained by the factors included in the model. 
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The p-value in the table is 0.000, which means that there is a statistically significant 

relationship between these concerns and the way patients view the results. Thus we reject the 

null hypothesis. 
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 There is no significant relationship between concerns about malfunction/performance 

failures and your perception (Sig. = 0.375).  



  
IUN Research Journal 

Peer-Reviewed Open Access Journal 

 

Volume 1, Issue 1 (July 2024) 

Page no. 20-53 

__________________________________________________ 

42 
 

 There is a significant relationship between concerns about data security/misuse (Sig. = 

0.007), difficulty in image acquisition (Sig. = 0.000), and practitioner knowledge impacting 

your anxiety (Sig. = 0.000) with your perception. 

 

A VIF value greater than 5 suggests potential multicollinearity issues. In this case:  

All VIF values are below 2.56, indicating no significant multicollinearity is affecting the 

interpretation of the coefficients. 

Conclusion 

AI holds immense potential to revolutionize healthcare diagnostics in India. Studies 

demonstrate its effectiveness in improving diagnostic accuracy and efficiency. However, 

addressing data privacy concerns, promoting AI literacy and ensuring equitable access are 

critical for successful implementation. As India continues to develop its AI capabilities, 

leveraging this technology for improved healthcare diagnostics can lead to a healthier future 

for its citizens. While AI-based diabetes diagnostic tools hold promise for Maharashtra and 

Karnataka, unique considerations regarding explainability, data privacy, and workflow 

integration need to be addressed. Addressing these factors and ensuring a clear relative 

advantage over existing methods will be crucial for doctors' adoption of this innovative 

technology. 

Implications, Future Scope, and Limitations 

Managerial Implications 

Focus on Physician Adoption: While research exists on the development and application of 

AI-based diabetes diagnostic tools in India, this study specifically focuses on doctor adoption 

behavior. Understanding how doctors perceive and integrate these tools is crucial for 

successful implementation within the healthcare system.  

State-Specific Analysis: Studies on healthcare technology adoption often take a national 

approach. Examining doctor adoption in Maharashtra and Karnataka, two states with 
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advanced healthcare infrastructure but potential regional variations, provides valuable 

insights.  

Enabling Factors Model: The research proposes to develop a model that identifies factors 

influencing doctors' adoption of AI tools. This can contribute to the existing literature on the 

Technology Acceptance Model (TAM) in healthcare by exploring the specific context of AI-

based diabetes diagnosis in India. 

 

Future Scope and Limitations 

● Improved diagnostic accuracy and efficiency: AI can analyze vast amounts of 

medical data to identify patterns that humans might miss, leading to earlier and more 

accurate diagnoses. 

● Early intervention and improved treatment outcomes: Early detection of diabetes 

allows for early intervention and better management of the disease, potentially 

reducing complications. 

● Limited number of experts and research: AI is still in its nascent stage, especially 

in the context of healthcare. This limits the number of experts who can contribute to 

the extensive research required in the adoption of AI into India’s healthcare system.  

● Reduced healthcare burden: AI-powered diagnostics can potentially free up doctors' 

time for more complex cases and improve overall healthcare efficiency. 

● Accessibility in remote areas: AI-based diagnostic tools can be deployed in remote 

areas where access to qualified healthcare professionals is limited. 

● Personalized medicine: AI can be used to develop personalized treatment plans 

based on individual patient data. 

 

Limitations of AI-based Diabetes Diagnostic Interventions 

● Data privacy and security concerns: Ensuring the privacy and security of sensitive 

patient data is critical. 
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● Explainability and transparency: It's important to understand how AI systems 

arrive at their diagnoses to ensure trust and acceptance by doctors. 

● Limited access to technology and infrastructure: Unequal access to technology and 

internet connectivity in some regions can limit the reach of AI diagnostics. 

● Integration with existing workflows: Integrating AI tools seamlessly into existing 

healthcare workflows is crucial for adoption. 

● Cost and reimbursement: The cost of developing and implementing AI tools needs 

to be considered, along with establishing reimbursement models. 

● Dependence on data quality: The accuracy of AI models depends on the quality of 

the data they are trained on. 
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